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ABSTRACT

The purpose of this paper is to classify between healthy and sick chicken based on their dropping. Most 
chicken farm management system in Malaysia is highly dependent on human surveillance method. This 
method, however, does not focus on early disease detection hence, unable to and alert chicken farmers  
to take  necessary action.. Therefore, the need to improve the biosecurity of chicken poultry production 
is essential to prevent infectious disease such as avian influenza. The classification of sick and healthy 
chicken based solely on chicken’s excrement  using the support vector machine is proposed. First, the 
texture is examined using grey-level co-occurrence matrix (GLCM) approach. A GLCM based texture 
feature set is derived and used  as input for  the SVM classifier. Comparison are made using more and 
then less extracted features, less extracted features and also applying Gabor filter to these features to 
see the effect it has on classification accuracy. Results show that having more features extracted using 
GLCM techniques allows for greater  classification accuracy.
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INTRODUCTION

Poultry, especially chicken, is the primary 
source of protein in Malaysia. According 
to the recent USDA statistic chicken meat 
consumption in Malaysia is the highest in 

the world. It has increased from 1.4 million 
metric tons in 2013 to 1.43 million metric 
tons in 2014. To meet this huge   demand 
imports  from   China are needed. In order 
for  Malaysia to become a trusted producer 
in the halal chicken meat industry, it should 
have a good  poultry management system. The 
significant issues  are diseases such as avian 
influenza. In this field, observation is highly 
consequential to discover diseases at an early 
stage because when the disease is in one of 
the last stages, the chicken is possibly not 
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treatable anymore (den Boer, van den Hout, & Vervloed, 2014). Some of the signs are sudden 
diarrhoea, decreased egg production, sneezing, nasal discharge, coughing, gasping for air, lack 
of energy and appetite, swelling of tissues around the eyes and neck, purple discoloration of the 
wattles, combs and legs and depression, muscular tremors, drooping wings, twisting of head 
and neck, incoordination and complete paralysis. Chicken disease can also be recognized by 
its dropping's, colour and density. Early detection of disease and chicken health can facilitate 
the control of  diseases through  vector control of vaccination applications, disease-specific 
approach; and improved productivity. Previous work carried out by (Zhu, Peng, & Ji, 2009) 
mainly focused on detecting chicken that died. One  way to improve the system is to examine 
chicken excrement images using Gabor- GLCM approach with SVM classification. This paper 
is divided into three sections. Section One discusses the importance of having early disease 
detection system in chicken poultry. Section Two emphasizes on the applied methodology, 
framework used and the experiment’s result. We conclude our hypothesis and future work that 
need to be done in Section Three.

METHODOLOGY

In the methodology section, this paper will describe briefly the designated framework, how 
the data is collected and pre-processed and also the feature extraction and the classifications 
methods.

Framework

Figure 1. The chicken’s disease detection framework
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Classification Result 
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Feature Extraction using GLCM Classification using SVM 
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Image Acquisition

Image acquisition of chicken’s dropping was obtained by using a static digital camera. The 
distance of the camera has been set to be at least 90 degrees off the camera. All the photos 
were decoded in JPEG standard format in 4000x3000 pixels (dot). The manual identification 
of sick and normal chicken’s excrement images was carried out based on their characteristic 
by an authorized veterinary. The data set contains 20 images of the same background. Figure 
2 depicts some of the eight images that are classified as ‘sick’ or ‘stressed’ and Figure 3 is a 
sample of eight images classified as ‘healthy’ or ‘normal’.
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Image Pre-processing

Image pre-processing is used to improve and enhance the quality of the images. Some of the 
images suffered from noise, blurry and low contrast of quality. Thus, the basic steps of image 
pre-processing were used and listed as follows:

1. Set the resolution of the images to 300x300 dpi. 
2. Resize the image to 200x200 pixels 
3. Convert the image from binary to the grayscale.

Feature Extraction Using GLCM and Gabor Filter

One of the major tasks in image processing is feature extraction. It is believed that the nature 
of the surface can be characterized by the property of the texture (Hammouda & Jernigan,  
2000). The texture itself contains much information about the structural arrangement and its 
relationship to its surrounding (Raju & Durai, 2013). Therefore, it is crucial to have feature 
extraction method so that the image can be easily classified. It is also a process that represents 
the raw image that can ease the decision-making process. As described by (Min et al, 2006), 
texture features are extracted by simulating the perceptual properties such as orientation, 
coarseness, fineness, and regularity. There are numerous ways to extract and classify the 
features, but this paper only focuses on Grey-level co-occurrence matrix (GLCM). GLCM is 
proven to be a very powerful tool for quantifying the intensity variation (Ahmed, Bayraktar, 
Bhunia, Hirleman, Robinson, & Rajwa, 2013). The use of the GLCM concept for texture can 
be seen in works done in (Siraj, Salahuddin, & Yusof, 2010; Arebey, Hannan, Begum, & Basri,  
2012). As it is defined as the frequencies of grey-level values that occur in an image (thus 
some of the brief computation of texture feature extraction summarized (Level, Pramunendar, 
Supriyanto, Novianto, & Yuwono, 2013) is shown below.
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Figure 2. Sick chicken’s excrement’s images
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Classification Using SVM

Support vector machine (SVM) is a novel type of learning machine, which is based on 
statistical learning theory (SLT). That is, an SVM is an approximate implementation of the 
method of structural risk minimization. SVM has shown to provide a better generalization 
performance than traditional techniques, including neural networks (Chih-Min et al, 2006). 
SVM demonstrates good classification performance in (Khedher, Ramírez, Górriz, Brahim, 
& Segovia, 2015; Dubey, 2014; Ahmed, Kang, Kang, Ko, Cho, Rhee, S. & Yu,  2015). SVM 
also has been applied in most of the fields such as face recognition, fingerprint, bioinformatics, 
and it has also been tested and applied to agriculture fields such as research works done by 
(Khedher et al., 2015; Sharaf-Eldeen, Moawad, El Bahnasy, & Khalifa, 2012). The basic idea 
of SVM is that it seeks  to maximize the distance between two classes, and the distance between 
classes is traditionally defined by the closest points (Hammouda, K. & Jernigan, E., 2000). 
It is a very effective method for general purpose pattern recognition. (Chih-Min et al, 2006). 
SVM is  popular for  its capability in  generalising in and predicting s with a good degree of 
accuracy. (Siraj et al., 2010). Optimal hyper- plane is derived in a high dimensional feature 
space that defines a maximum boundary margin between data samples in two classes which 
provides a better generalization property. With its latest extensions enabled the SVM to learn 
and classify multiple categories of data, overlapping classes and noisy data by the introduction 
of slack variables that enable the soft margin classifier (Elhariri et al, 2014). Basically, the 
SVM is modelled as in (Kazemian & Ahmed, 2015). This paper only classifies and compares 
sick and healthy chicken’s excrement image only.

Experiments and Classification Result

The experiments have been tested on a 4GB RAM, Intel Core i7 CPU 1.6 GHz using Matlab 
2012b release. We had 20 samples of chicken’s excrement images in which 20% of them is 
used as our test data, and the balance remains as our training data. GLCM statistical calculation 
is applied to extract the features which include autocorrelation, contrast, energy, entropy, 
homogeneity, cluster prominence, cluster shade, correlation, difference entropy, difference 
variance, dissimilarity, inverse difference moment, information measure of correlation 1, 
information measure of correlation 2, inverse difference, maximum probability, sum average, 
sum entropy, sum of squares and sum of variance. Thus, each image will have 19 features 
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subsequently. Based on these extracted features, we design four types of experiments. The 
first and second sets of experiment are to determine the accuracy rate of the classification by 
applying Gabor filters with five different orientations with only four features extracted out 
of 19. Experiments three and four focus on finding accuracy rate SVM classification without 
applying any Gabor filter with four extracted features and 19 extracted features consequently. 
Figures 5(a) and 5(b) show some samples of healthy and sick chicken dropping images that 
applied Gabor filter with different orientation approach while Figures 6(a) and 6(b) show some 
sample images with no Gabor filter applied.

Figure 5. (a) A healthy chicken’s excrement image with different orientations (0°, 45°, 90°,135° and 180°) 
of Gabor filter; (b) Sick chicken’s excrement image
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while Figures 6(a) and 6(b) show some sample images with no Gabor filter applied. 

        

 

Figure 5. (a) A healthy chicken’s excrement image with different orientations (0°, 45°, 

90°,135° and 180°) of Gabor filter;  

(b) Sick chicken’s excrement image 

 

 Based on both Gabor and non-Gabor filter images, we applied the statistical 

calculation of GLCM to extract the features. Table 1 shows some of the GLCM calculation 

applied on both healthy and sick chicken’s excrement images. The reason we choose 

autocorrelation, contrast, energy and entropy is based on the GLCM calculation in which the 

result outperform others features. Nevertheless, we still need to do the comparison with other 
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     Figure 6. (a)  Sample of healthy chicken’s excrement with no Gabor filter applied; (b) Sick chicken’s excrement 

Based on both Gabor and non-Gabor filter images, we applied the statistical calculation of 
GLCM to extract the features. Table 1 shows some of the GLCM calculation applied on both 
healthy and sick chicken’s excrement images. The reason we choose autocorrelation, contrast, 
energy and entropy is based on the GLCM calculation in which the result outperform others 
features. Nevertheless, we still need to do the comparison with other 19 features to determine 
either this supporting features may affect the result of the classification or not.

Table 1 
GLCM statistical calculation applied on both sample healthy and sick images with 0° orientation of 
GABOR filter 

Image# Autocorrelation Contrast Energy Entropy
Image Healthy 1 6.4733 9.9763 0.0723 3.0739
Image Healthy 2 6.8131 6.1299 0.0558 3.1496
Image Healthy 3 5.7578 4.7044 0.0682 2.952
Image Sick 4 4.9985 4.8265 0.0833 2.7861
Image Sick 5 11.194 53.899 0.0756 3.3975

After the GLCM implementation, all the dataset is scaled and normalised based on the minimum 
and maximum value of each row before running the classification method. Classification in 
SVM requires the dataset to be divided into two sets of data where one set of data is used 
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as a training set and another one as a test set. Each row of data contains its feature label. To 
implement the SVM approach, LibSVM 3.20 was used to fit this experiment purposes being 
a  SVM library tool used widely in classifications (Zhang, 2014; Moraes, Valiati, Gavião, 
& Neto,  2013; Ahmed et al., 2012; Wang & Chung, 2013; Tang & Sazonov, 2014; Tong, et 
al., 2014). The toolbox was developed by Chang and Lin (2011) which solves the quadratic 
programming problem by using a sequential minimal optimization-type algorithm (Kang, S. 
et al ,2015). We used 80% of the total number of feature vectors as our training sample while 
the remaining 20% of a test sample. All the data must be converted into LibSVM format before 
classification can take place. We had labelled sick images equal to -1 and healthy images as 
one respectively. We used the radial basis kernel function as it is more significant to our case 
as compared to other kernel function as a polynomial and applied 10-cross validation in our 
dataset. We also set the parameter C equal to 1 for all the cases. 

       

 
 

19 features to determine either this supporting features may affect the result of the 
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 Tables (2-3) compares the classification accuracy results between four extracted 

features (correlation, contrast, homogeneity, energy)  and 19 extracted features 

(autocorrelation, contrast, energy, entropy, homogeneity, cluster prominence, cluster shade, 

correlation, difference entropy, difference variance, dissimilarity, inverse difference moment, 

Table 1 
GLCM statistical calculation applied on both sample healthy and sick images with 0° orientation of GABOR filter 

   IMAGE # Autocorrelation Contrast Energy Entropy 
Image Healthy 1 6.4733 9.9763 0.0723 3.0739 
Image Healthy 2 6.8131 6.1299 0.0558 3.1496 
Image Healthy 3 5.7578 4.7044 0.0682 2.952 
Image Sick 4 4.9985 4.8265 0.0833 2.7861 
Image Sick 5 11.194 53.899 0.0756 3.3975 
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Tables (2-3) compares the classification accuracy results between four extracted features 
(correlation, contrast, homogeneity, energy)  and 19 extracted features (autocorrelation, contrast, 
energy, entropy, homogeneity, cluster prominence, cluster shade, correlation, difference 
entropy, difference variance, dissimilarity, inverse difference moment, information measure of 
correlation 1, information measure of correlation 2, inverse difference, maximum probability, 
sum average, sum entropy, sum of squares and sum of variance) by using GLCM techniques 
with Gabor filter applied. The value is set to be 3.05175 as it is the best value we had tested 
in our case.

Table 2 
Classification result- with GABOR and 4 extracted features within same dataset.Ơ ( = 3.05175) 

Kernel Type Orientation Classification Accuracy #Iteration #SV
Radial 0 81.25% 19 16

45 81.25% 15 16
90 75% 21 16
135 68.75% 14 16
180 81.25 13 16

Table 3 
SVM Classification result- with GABOR and 19 extracted features within the same dataset. Ơ ( = 3.05175) 

Kernel Type Orientation Classification Accuracy #Iteration #SV
Radial 0 81.25% 18 16

45 81.25% 31 16
90 81.25% 21 16
135 75% 16 16
180 81.25% 21 16
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Both experiments use the same dataset for training and testing. It can be seen that by 
having more features extracted with Gabor filter applied to the images increase the accuracy 
rate compares with less feature extracted. Table (4-5) presents the accuracy rate for both four 
features and 19 features with 80% of the sample data is used for training and the remaining 
20% for testing. Using the same training model, the accuracy rate for an image that has 19 
extracted features yields much more than the image that only has four features extracted.

Table 4 
SVM Classification result- with GABOR and 19 extracted features by using the test sample Ơ = 3.05175; # 
TEST SAMPLE=4; # TRAINING SAMPLE=16  

Kernel Type Orientation Classification Accuracy Iteration #SV
Radial 0 75% 18 16

45 50% 31 16
90 75% 21 16
135 75% 16 16
180 75% 21 16

Table 5 
SVM Classification result- with GABOR and 4 extracted features by using the test sample Ơ = 3.05175; # 
TEST SAMPLE=4; # TRAINING SAMPLE=16 

Kernel Type Orientation Classification Accuracy #Iteration #SV
Radial 0 50% 19 16

45 50% 15 16
90 50% 21 16
135 50% 14 16
180 50% 13 16

Table (6-7) yields the accuracy rate comparison between fewer and more features but 
without any Gabor filter applied. It proves that even with no Gabor filter applied, the image 
which has 19 features extracted gives higher accuracy rate than four features extracted.

Table 6 
SVM Classification result- with no GABOR and 4 extracted features ( Ơ = 3.05175 

Kernel Type Dataset Accuracy Rate #Iteration #SV
Radial Training 81.25% 13 13

180 50% 13 16

Table 7 
SVM Classification result- with no Gabor and 19 extracted features ( Ơ = 3.05175)  

Kernel Type Dataset Accuracy Rate #Iteration #SV
Radial Training 93.75% 19 16
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The performance measures are described regarding true and false positive and true and 
false negative.

• True Positive (TP): Sick chicken correctly identified as sick chicken.

• True Negative (TN): Healthy chicken correctly identified as healthy chicken.

• False Negative (FN): Sick chicken incorrectly identified as healthy chicken.

• False Positive (FP): Healthy chicken incorrectly identified as sick chicken.

As a conclusion, from Table (2- 7), it indicates that the accuracy rate improves if more features 
extracted as compared by extracting only four characteristics of the images with Gabor filter 
applied. It also shows that the implementation of Gabor filter bank does not give the major 
impact on the accuracy rate. The present finding support (Kazemian & Ahmed, 2015) research 
work which concluded that as the number of the dataset (in this case is the number of extracted 
features) increased, the accuracy also increases. Choosing the best optimum kernel for each of 
the cases also plays an important task in increasing the classification accuracy.

CONCLUSION

This paper presents classification of  texture images specifically of  chicken’s excrement using 
SVM classification approach and  the  GLCM method to extract the texture feature of  images. 
It also applies the Gabor filter technique as part of feature extraction method. The paper draws 
a comparison between quantities of  features that are extracted and  conducted on g 20 sample 
images of chicken’s dropping. We did four experimental studies. The first is between four 
features and 19 features by applying the Gabor filter. We found out that having more features 
extracted thru GLCM techniques yields results with better accuracy as compared with fewer 
features. The second study is between 4 features and 19 features but without Gabor filter applied 
which also proves that having more extracted features have more advantage than fewer features 
even though their result is much better than having Gabor filter applied on. Analysis of the 
results reveals that choosing the best optimization value for gamma in SVM modeler gives 
better accuracy.  We also prove that having more features extraction for SVM classification give 
more accurate result specifically for chicken’s excrement images in which there is a similarity 
in color between the features and background color. Our future work will be on texture feature 
extraction method as we believe that having a good extraction framework would provide 
better results.There is also the need to focus on identifying nearly sick chicken by analyzing 
the ‘stressed’ chicken images using the same framework with expansion on SVM algorithm.
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